Fluctuation- Dissipation Theorem
Consider o stationary ensemble characterized by R random variables alt).

Assume the single-time average of @ vanishes , or define new variables Bt - Cit)> -+

The variables Tt) satisfy a Langevin—like equation

H: omatrix whose sigen values have negative feal parts (to make the Stochastic process bounded).

?(ﬂ‘ a white noise so that (?(t)) =0 and @(‘(')?t))ﬂ’s(t-t’), where ¥ is a positive Semi—definite motrix.

Solving the system of ODEs.
First. solve the homogenous par‘c Ha" >3ht)= exP(Ht) 2(0). where exp(it)= %
Then . use the method of variation of the Constant (ansatz), set @lt)=exp(At)gt) and plug in ﬁ%“ Ha +?
Easily we get git)=exp(Ht)A(0+ J:exP[ﬁ(t-r)] ?(r) dt -
Set 8(0)=0°. then (Tt)y = exp(iit) R+ ﬁexp [ﬂ(t-r)](fim) dt = explit)a°. (13.7)
The covariance of the conditional fluctuation, $a=at)—@wY is calculoted to be
Tt = (s s - exp ‘ﬁﬂ(ﬁ dt ]} dt’ exp(Ar<Eo Fron exp (-ATTY) ep(iTt)
= exp (ﬁt)(ﬁ dTexp(-HT)F exp (~ﬁ’17)) exp(H't) (1.8.9)

EQS'|3 weget dm) =Re+ T A+ Y. with T(0)=0,

Changing variables o s=t-T, Tit)= [ exp(Hs)rexp(As)ds . (1-3.1)
U= l‘!ﬂﬁ(ﬂ= | exp(fis) 1 exp (Ws)ds (18.1) exists because the eigenvalues of fi have hegative real parts.

131 =(15.10), T=s-t > Tlt)=T-exp(H) Texp(A™)  (18.2)

We assume that @tt) is @ stationary Gaussian progess. then (1.87) and (1.8.8) are enough 1o determine the conditional
probability density.

P.@tled) = ———nr m exp -+ @-epBn T i (@-exp(Atra)]

W@ = m exp -5 36133 (8.5
lim P,(@t13°)= W\ (3), beowmes independent of T,

t=n
A~

A~
(185 and (131 Tmplics that lim U0)=0 = GOT @) | and S =

Therefore . HE+6A"=-y Flua‘tuatiou—dissipation theorem,



